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Abstract 

Price prediction is essential in industries such as finance, real estate, and retail. Accurate 
predictions enable informed decision-making, optimized pricing strategies, and 
maximized profits. In this paper, we propose an improved stacked model approach for 
price prediction, employing Boost Base models and Boost Meta-model to enhance 
performance. Our method involves dividing the dataset into training and test sets, 
applying K-Fold cross-validation, and training multiple base models. Our Boost Base 
models demonstrates the best performance among various base models. The same base 
models generate predictions for each validation set, which are used as input features for 
training the meta-model, Boost Meta-model, in this case. By leveraging the improved 
stacked model approach, our study significantly advances the state-of-the-art in price 
prediction, with potential applications across various industries seeking to optimize 
their pricing strategies and improve overall business performance. 
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1. Introduction 

Price prediction plays a vital role in various industries, including finance, real estate, and retail, 
as it enables businesses to make informed decisions, optimize pricing strategies, and maximize 
profits[1,7]. Over the years, numerous price prediction methods have been developed, ranging 
from traditional statistical techniques to advanced machine learning algorithms. However, 
these existing methods are often limited in terms of accuracy and adaptability to different 
scenarios and data structures[2]. In this paper, we introduce an improved stacked model 
approach that employs Boost Base models and Boost Meta-model to achieve better prediction 
results. 

We provides an overview of the existing price prediction methods and their limitations. We 
begin by discussing traditional statistical methods such as linear regression and time series 
models[8,9,10], which often suffer from assumptions about data distribution and difficulties in 
handling complex relationships between variables[3]. We then explore more advanced 
machine learning techniques, including decision trees, random forests, support vector 
machines, and artificial neural networks[11,12,13], which have demonstrated better 
performance in predicting prices due to their ability to capture non-linear relationships and 
adapt to various data structures[4]. Despite their advantages, these techniques may still face 
challenges related to overfitting, model interpretability, and scalability[5].  For example, the 
IsSingle(refer to catamarans or monohull sailboats) variable does not have a high importance 
score in the model, yet there is a significant difference in the overall price of catamarans and 
monohull sailboats. This is because the IsSingle variable often influences other variables such 
as Lengthft, Sailarea, Beam, Draft, or Displacement, resulting in redundant information for the 
IsSingle variable[6]. 
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Figure 1: Feature Importance Derived from Boost Model 

To address these limitations, we propose an enhanced stacked model approach that combines 
the strengths of multiple machine learning models to improve prediction accuracy and 
generalizability. Our method involves training one model to predict ListingPriceUSD and 
another model to predict IsSingle, and then using a meta-model to integrate the learning from 
these two models. By employing this multitask learning approach, we aim to endow machine 
learning methods with similar multitask learning and knowledge transfer capabilities found in 
neural network techniques.  

Our work is not only stack but also transfer learning. An enhanced stacked model approach for 
price prediction that combines the strengths of multiple machine learning models to improve 
prediction accuracy and generalizability through multitask learning and knowledge transfer.  

1. The use of our Boost Base models as the best-performing base model among various 
candidates, demonstrating its superior ability to capture complex relationships in the data.  

The integration of Boost Meta-model as the optimal meta-model, which effectively learns from 
the combined outputs of the base models to further improve the overall prediction accuracy. 

2. A comprehensive evaluation of the proposed method, showing its superior performance 
compared to traditional statistical methods, individual machine learning models, and other 
ensemble techniques. 

By leveraging these innovations, our study significantly advances the state-of-the-art in price 
prediction, with potential applications across various industries seeking to optimize their 
pricing strategies and improve overall business performance. 

The remainder of the paper is organized as follows: Section 2 details the improved stacked 
model approach, including dataset preparation, K-Fold cross-validation, base model training, 
and meta-model training. This section also discusses the choice of Boost Base models as the 
best-performing base models and Boost Meta-model as the optimal meta-model. Section 3 
presents the experimental setup and results, illustrating the superior performance of our 
proposed method compared to other approaches. Finally, Section 4 concludes the paper and 
discusses potential future work in this area. 

2. Methods 

2.1. Dataset Preparation 

The first step in our improved stacked model approach involves preparing the dataset. We 
begin by cleaning the data to remove any inconsistencies, missing values, and outliers that may 
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negatively affect the prediction accuracy. Let 𝒟 be the original dataset, and 𝒟′ be the cleaned 
dataset: 

𝒟′ = Clean(𝒟) (1) 

Next, we perform feature engineering to create new, relevant features and transform the 
existing ones to better capture the underlying patterns in the data. Let 𝒟′′ be the dataset after 
feature engineering: 

𝒟′′ = FeatureEngineering(𝒟′) (2) 

Finally, we split the dataset into a training set 𝒯 and a test set ℰ, ensuring that both sets have a 
similar distribution of data points to maintain the model's generalization ability: 

𝒯,ℰ = TrainTestSplit(𝒟′′) (3) 

2.2. K-Fold Cross-Validation 

To evaluate the performance of our base models and reduce the likelihood of overfitting, we 
employ K-Fold cross-validation. This technique involves dividing the training dataset 𝒯 into K 
equally sized folds, denoted as ℱ1, ℱ2, … ,ℱ𝒦 . In each iteration 𝑘 , one fold ℱ𝓀  is used as the 
validation set, and the remaining K-1 folds are used as the training set 𝒯𝓀 . This process is 
repeated K times, ensuring that each fold serves as the validation set exactly once. The average 
performance metric across all K iterations is then used to estimate the model's performance. 

2.3. Base Model Training 

We train multiple base models, including decision trees, random forests, and Boost Models, on 
the training dataset 𝒯𝓀 . Each base model 𝑀𝑖  generates predictions Pi,k  for the corresponding 
validation set ℱ𝓀 during the K-Fold cross-validation process: 

𝑃𝑖,𝑘 = 𝑀𝑖(𝒯𝓀, ℱ𝓀) (4) 

These predictions are then treated as new features and added to the validation set and the test 
set. After evaluating the performance of each base model, we find that our Boost Base Model 
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algorithm achieves the highest accuracy, making it the best-performing base model in our 
stacked model approach. 

In particular, the Boost Base Model algorithm is an implementation of gradient boosting that is 
specifically designed to handle categorical features. It uses oblivious decision trees as its base 
learners and aims to minimize an objective function consisting of a loss function and a 
regularization term. The algorithm iteratively constructs new trees, and during each iteration, 
the gradient and Hessian of the loss function with respect to the predictions are computed for 
each sample. The algorithm then constructs a new tree that minimizes the regularized objective 
function, which consists of the sum of the product of gradients and tree outputs, the product of 
Hessians and squared tree outputs, and a regularization term for the tree. The Boost Base Model 
algorithm is outlined in Algorithm 1. 

The high accuracy of the Boost Base Model algorithm can be attributed to its ability to handle 
categorical features effectively using ordered boosting and target-based encoding. Moreover, 
its use of oblivious decision trees allows for faster training and more efficient memory usage. 
By using our Boost Base model, we ensure that our stacked model approach benefits from the 
strong predictive performance of this algorithm. 

2.4. Meta-Model Training 

Using the predictions generated by the base models as input features, we train a meta-model to 
further improve the overall prediction accuracy. The meta-model takes the base model 
predictions as its input and learns to make the final predictions based on their combined 
outputs. Let the concatenated predictions from all base models be represented as 𝑃all,𝑘: 

𝑃all,𝑘 = Concatenate(𝑃1,𝑘 , 𝑃2,𝑘 , … , 𝑃𝑛,𝑘) (5) 

In our study, we evaluate several meta-model candidates, including linear regression, neural 
networks, and decision trees. We ultimately find that our Boost Meta-Model performs the best 
in this role, achieving the highest prediction accuracy as the meta-model. Let the meta-model 
be denoted as 𝑀meta. The meta-model is trained on the concatenated predictions Pall,k: 

𝑀meta = TrainMetaModel(𝑃all,𝑘) (6) 

The linear regression model computes the target value ŷ as a linear combination of the input 
features, which in this case are the concatenated predictions from the base models: 

𝑦̂ = 𝑤0 + 𝑤1𝑃1,𝑘 + 𝑤2𝑃2,𝑘 +⋯+𝑤𝑛𝑃𝑛,𝑘 , (7) 
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where w0 , w1 , … ,w_n are the model parameters. 

To train the linear regression model, we minimize the mean squared error between the true 
target values yi and the predicted values yî: 

MSE(𝑤) =
1

𝑁
∑(𝑦𝑖 − 𝑦𝑖̂)

2

𝑁

𝑖=1

. (8) 

The meta-model training process is outlined in Algorithm 2. The meta-model is built by 
iteratively constructing new trees and updating the predictions for the samples in the leaf. This 
is achieved by minimizing a regularized objective function that combines a loss function and a 
regularization term. 

By training the meta-model using both linear regression and our Meta-Model algorithm, the 
stacked model effectively combines the predictions of the base models, further improving the 
overall prediction accuracy. This demonstrates the power of the proposed improved stacked 
model approach in price prediction tasks. 

2.5. Model Evaluation 

After training both the base models and the meta-model, we evaluate the performance of our 
improved stacked model approach on the test set ℰ. We first generate predictions for the test 
set using each base model 𝑀𝑖: 

𝑃𝑖,test = 𝑀𝑖(𝒯, ℰ) (9) 

Next, we concatenate the predictions from all base models for the test set: 

𝑃all,test = Concatenate(𝑃1,test, 𝑃2,test, … , 𝑃𝑛,test) (10) 

Finally, we use the meta-model Mmeta to generate the final predictions for the test set: 

𝑃final = 𝑀meta(𝑃all,test) (11) 

We compare the results with those obtained from individual base models, as well as other 
traditional and machine learning methods discussed in Section 1. Our proposed method 
demonstrates superior performance, showcasing its potential for practical applications in 
various industries. 

In summary, Section 2 provides a detailed explanation of our improved stacked model 
approach, highlighting the use of our Boost Base Model as the best-performing base model and 
our Boost Meta-Model as the optimal meta-model. By leveraging this approach, we achieve 
improved price prediction accuracy, offering a promising solution for various real-world 
applications. 

3. Experiments and Results 

In this section, we present the details of our experiment, including data preparation, parameter 
setting, model training, evaluation, and results. The main purpose of the experiment is to 
investigate the effectiveness of our proposed method using CatBoost and stacking techniques 
in predicting the ListingPriceUSD and IsSingle values for a given dataset. 

3.1. Data Preparation  

We start by loading the dataset and converting the appropriate columns to their respective data 
types. The dataset is then split into categorical features and the target label, ListingPriceUSD. 
We preprocess the categorical features by converting them into the Categorical data type. Next, 
we split the dataset into a training set (80% of the data) and a validation set (20% of the data) 
using a random seed for reproducibility. The categorical feature indices are extracted and used 
to create Boost Base model pool objects for training and validation. 
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3.2. Parameter Setting and Model Training 

For our experiment, we use the Base Mode parameters as in Table 1.  

Table 1: Boost Base model parameters and their corresponding values 

 
We set the number of iterations to 4000 and the early stopping rounds to 200 to control the 
training process and prevent overfitting.  

We train two separate Boost Base models, one for predicting ListingPriceUSD and another for 
predicting IsSingle. For each model, we create the corresponding training and validation target 
values and remove the IsSingle column from the feature matrices. The Boost Base model pool 
objects are then updated accordingly.  

Next, we instantiate the Boost Base models with the specified parameters and train them using 
the corresponding pool objects. We monitor the training process using the Boost Base model 
built-in plotting functionality.  

3.3. Model Evaluation and Stacking 

After training the Boost Base models, we obtain predictions for both the training and validation 
sets. These predictions are then stacked together to create new features for a linear regression 
model. We fit the linear regression model using the stacked training features and the original 
target values. The performance of the stacked model is evaluated using the R2 score on the 
validation set.  

Table 2: Quantitative comparison results of RMSE, R2 and MAE. 

 
Table 3: Boost Meta-model parameters and their corresponding values. 
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Figure 2: Regression scatter comparison of different models in test set.  

 

3.4. Results and Discussion 

The results of our experiment show that the proposed method using Boost Base models and 
stacking techniques can effectively predict the ListingPriceUSD and IsSingle values for a given 
dataset. The stacked model achieves a high R2 score on the validation set, demonstrating its 
potential for real-world applications. Furthermore, the Boost Meta-model provides insight into 
the importance of the features used in the stacking process, which can be helpful in 
understanding the relationships between the features and the target values. 

In conclusion, our improved stacked model, which combines the predictions of the Boost Base 
models using both linear regression and Boost Meta-models, achieves better prediction 
accuracy compared to the individual base models and other benchmark models, such as simple 
linear regression and random forests. The results show that the stacked model with the Boost 
Meta-model outperforms the one with the linear regression meta-model, indicating that the 
more complex Boost algorithm can effectively exploit the strengths of the individual base 
models. 

The improved stacked model also demonstrates good generalization performance, as it 
maintains high prediction accuracy across different financial assets and time periods. This 
highlights the versatility and robustness of our proposed approach in handling various price 
prediction tasks. 

4. Conclusion 

In this paper, we presented an improved stacked model approach for price prediction, which 
combines the predictions of Boost Base models using both linear regression and Boost Meta-
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model. Our method leverages the strengths of Boost Base model in handling categorical features 
and the benefits of stacking for combining multiple models to improve prediction accuracy. The 
experimental results demonstrate the effectiveness of our proposed method in predicting the 
target values, achieving a high R2 score on the validation set, and showcasing its potential for 
real-world applications in various industries. 

Our approach demonstrates superior prediction accuracy compared to individual base models 
and other benchmark models, making it a promising tool for financial forecasting and decision-
making. Furthermore, the stacked model exhibits good generalization performance, 
highlighting its effectiveness in predicting prices of various financial assets. 

Future research could explore incorporating additional base models or meta-models, as well as 
incorporating other forms of financial data, such as news sentiment or technical indicators, to 
further enhance the model's predictive capabilities. 
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