An edge-cloud collaborative task offloading model with minimal latency in edge cloud
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Abstract

Transmitting the tasks generated by the user device to an edge cloud for processing is an useful way to break even the confine of the user devices’ own computing resources and enhance its processing capability. However, processing a task by an edge cloud or the user equipment itself solely, which will cause the edge cloud computing resources or the user equipment computing resource to be idle. Faced with this problem, we consider how to unify user device and edge cloud to form an edge-cloud integrated collaborative task processing system. We focus on tasks generated by data partitioned oriented applications (DPOAs). These tasks do not have much internal dependencies and can be arbitrarily divided. This kind of task is very common in our life, such as data compression, video transmission, virus scanning, etc. We use the shortest path method to determine which edge cloud to offload the task will cost the least time firstly. After that, we use model derivation to calculate how much data is offloaded to the edge cloud, which can further reduce the waiting time difference between the edge cloud and the user device. Finally, the edge-cloud collaborative processing model was analyzed by numerical experiments from multiple perspectives.
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1. Introduction

The number of smart devices connected to the network has been growth explosively. The network restricted bandwidth resource can no longer meet the increasing data requests. In addition, user devices are limited due to its physical size, its energy power, storage capacity, and computing power are limited. If a computationally intensive task is processed by the user device itself, a better processing result will not be obtained [1][2]. Faced with this problem, the tasks that need to be processed are processed by the user device itself or offloaded to an edge cloud near the task source for processing, which not only break through the restricted computing power of the user device, but also reduces bandwidth pressure on the central network [3]. Task offloading means that the tasks generated by the user device are transmitted to the edge cloud for processing through the network. Task offloading is an effective way for user device to break through its own computing power limitations and improve its computing power [4].

In recent years, some experts and scholars have achieved some results in task offloading. Guo et al. [5] optimized the task offloading problem by optimizing the clock frequency and the transmission power. Based on these optimization sub-problems, proposed their own task offloading scheme. Chen [6] considered the multiple user devices task offload scenario, and formulated a game problem. Moreover, the game was proved that it had a NEP, and an offloading mechanism was proposed to realize efficient offloading. However, these studies treat
user device and edge cloud as separate processing devices, in other words, tasks are either processed by the device itself or processed by an edge cloud. This causes the user device or edge cloud to be in an idle state when tasks are being processed, thereby reducing the overall utilization of computing resources.

Faced with this problem, we consider how to unify user device and edge cloud into an edge-cloud collaborative task processing network. The tasks processed by the edge-cloud collaborative processing mode to further reduce task processing time cost delay. In our paper, the tasks generated by data partitioned oriented applications (DPOAs) is mainly considered. These tasks do not have much internal dependencies and can be arbitrarily divided into subtasks, such as video transmission, file compression etc. When a user device generates a task, it use the shortest path method to determine which edge cloud to offload the task for processing will cost the least time firstly. After that, we use model derivation to calculate how much data is offloaded to the edge cloud, which can minimize the waiting time after the user device and the edge cloud have processed the task, thereby further reducing the task processing time cost delay. Finally, the edge-cloud collaborative task processing model was analyzed by numerical experiment.

The main contributions includes:
1. We propose an edge-cloud collaborative task processing mode, and the time cost and energy cost when processing a task was modeled.
2. We first used the shortest path method to determine which edge cloud the was offloaded for processing the task, and then proposed our scheme for the specific offloading amount of data.
3. We analyzed the performance of the edge-cloud collaborative processing model by numerical experiments from multiple perspectives.

The rest part are as follows: In Section 2, the system model was modeled. In Section 3, the optimization problem and solution scheme were proposed. The edge-cloud collaborative offloading model was analyzed from multiple perspectives by numerical experiments in Section 4. The Summary was in Section 5.

2. Related Work

In the edge cloud, some experts have proposed a number of different task offloading schemes. At present, some researchers focus on meta-task offloading, these tasks cannot be divided again in the process of offloading for processing. These studies were described in the previous section; Some graduate students are oriented to the separable task offloading which can be divided. When the task is processed, the edge cloud and the user device are all can be used for collaborative processing, so as to further reduce the task processing delay. Now, we analyze the research status of oriented separable task.

In the study of task offloading which considering task partitioning, Golchay et al. [7] optimized an task processing algorithm based on machine learning. The tasks generated by user device are regarded as multiple task components. The ant colony optimization algorithm is used to find the best solution for the problem, and then the tasks are partitioned to achieve collaborative processing. Debnath et al. [8] studied the scheduling algorithm of distributed application collaborative processing. they analyzed the dependencies of each subtask component, network state and other factors, and processes multiple components in the application through multiple servers, so as to realize collaborative processing. Sladana et al. [9] minimized the service delay, an approach to offload computing tasks using shared resources is proposed by considering the autonomous interaction between the operator (who is responsible for allocating computing resources). It is found that most of the current collaborative deployment achievements are not perfect in service slicing and other aspects. The above scholars put forward different opinions and schemes for task collaborative processing.
In this paper, we focus on tasks for data oriented applications, as they have very little interdependence in task internal and can be arbitrarily divided, such as data compression, video transmission, file scanning, etc. We consider the user device and the edge cloud to form a collaborative edge-cloud task processing system. After the user device generates a task to be processed, part of the data can be offloaded to the edge cloud through the network, so as to achieve the effect of edge-cloud collaborative processing, and further reduce the task processing delay. In the process of solving this problem, we use the shortest path method to determine which the edge cloud is used for processing the task, and then calculate the amount of offloaded data, so as to further reduce the delay of task processing. Below, we will introduce our work in detail.

3. System Model

In this section, scenario model, application model, local computing model, communication model and edge cloud computing model will be introduced specifically.

3.1. Scenario Model

As shown in Fig. 1, it contains one edge cloud and three edge devices. When the user device 1 generates a task, it can be processed by the device itself, or offloaded to an edge cloud for processing. However, if the task is processed by the device itself or the edge cloud individually. In this way, the computing resources of the user device or the edge cloud will be idle when the task is being processed, which resulting in a waste of computing resources. In our task processing model, the task which need to be processed is offloaded the part of data to an edge cloud for processing, thereby forming an edge-cloud collaborative processing mode.

\[ \eta \leq 1 \]

represents the portion of the data that is offloaded to edge cloud for processing. Therefore, the \( 1 - \eta \) part of the tasks to be processed is processed by the device itself in local. At the same time, the rest \( \eta \) part is offloaded to an edge cloud for processing. The task is processed by the user device itself and the edge cloud, and reduce the task processing time.

As shown in Fig. 2, we use green region, purple region and red region to represent the time consumed by the local processing, the time consumed by the transmission of the task from the edge cloud to the edge device, and the time consumed by the edge device to process the task.
user device to an edge cloud and the time consumed by the processing of the task on the edge cloud respectively. Both modes A and B are all processed by the user device and an edge cloud cooperatively. However, the amount of data offloaded to the edge cloud in mode A is small, so that there is still a lot of data left unprocessed by the user device after the edge cloud has processed the data. Different from mode A, mode B calculates the amount of data offloaded to the edge cloud after calculation, so that the time required for the edge cloud to process the data is the same as the time required for the user device to process the data. Therefore, reducing the time difference between the user device and the edge cloud to complete the task has an important impact on reducing the task processing delay. In this paper, the amount of data offloaded to the edge cloud will be analyzed, and the optimal task offloading ratio scheme will be proposed.

**Fig. 2 The influence of processing completion time with different offloading data volume**

### 3.2. Local Computing Model

The task denote by $M \triangleq < D, L >$, $D$ is the data volume of the task (bit), $L$ is the required total CPU cycles to complete the task. The CPU frequency of the edge device $n$ is denoted by $f_n$ (CPU cycles per unit time). As we known, when the device has many tasks to handle, the actual processing capacity is reduced. The ratio of actual availability of the computing power is represented by $\gamma_n$. Hence, if a task is processed by device itself, the processing time can be expressed by:

$$T_{n}^{exe} = \frac{(1-\eta_n)L}{\gamma_n f_n}$$

(1)

The energy cost can be expressed by:

$$E_{n}^{exe} = p_{n}^{exe} T_{n}^{exe}$$

(2)

In the task processing phase, the task processing power of the edge device is represented by $p_{n}^{exe}$.

### 3.3. Communication Model

When a task is offloaded to an edge cloud, the task should be transmitted to the wireless access point (AP), next the AP transmit the task to an edge cloud for processing. Note, the transmission cost between the AP and an edge cloud is ignored [11], so we only consider the transmission...
The time cost between the edge device to an AP. The uploading rate of the edge device transmits the task to an AP can be expressed as:

\[ r_{\text{tran}} = W \log_2 \left( 1 + \frac{p_{\text{tran}} h_n}{\omega_n} \right) \]  

(3)

The bandwidth of the transmission channel is represented by \( W \), the transmission power of the task is transmitted by edge device \( n \) to an AP is represented by \( p_{\text{tran}} \). \( h_n \) is the channel gain, and \( \omega_n \) is the noise power \([12]\). Hence, the time cost for the task is transmitted from the edge device \( n \) to an AP network access point is expressed by:

\[ T_{\text{tran}}(n, \text{ap}) = \frac{\eta D}{r_{\text{tran}}} \]  

(4)

The energy cost for the edge device \( n \) transmits the task to an AP can be expressed by:

\[ E_{\text{tran}}(n, \text{ap}) = p_{\text{tran}} T_{\text{tran}}(n, \text{ap}) \]  

(5)

Note, the channel state remains unchanged in the offloading phase \([13]\). In next subsection, the edge cloud computing will be modeled.

### 3.4. Edge Cloud Computing Model

When a task is offloaded to an edge cloud. We only consider the processing time on the cloud. In general, we consider the cloud services as prepaid in advance, hence the energy cost for processing the task on cloud is ignored \([14]\). The time cost for the task is processed on an edge cloud can be expressed by:

\[ T_{\text{exe}} = \frac{\eta L}{\gamma f_e} \]  

(6)

Here, \( f_e \) represents the CPU/GPU/TPU frequency of the edge cloud (CPU/GPU/TPU cycles per unit time). \( \gamma e \) is represented the ratio of actual processing capacity. Now, the total time cost of the task generated by edge device is transmitted to an edge cloud can be obtained, which can be expressed by:

\[ T_c = T_{\text{tran}}(n, \text{ap}) + T_{\text{exe}} \]  

(7)

### 4. Problem Formulation

#### 4.1. Optimization Problem Formulation

We use \( \lambda_T \) and \( \lambda_E \), \( 0 \leq \lambda_T \leq 1, \lambda_T + \lambda_E = 1 \) to represent the weight of time cost and energy cost \([15]\), the total cost for processing a task can be expressed by:

\[ C_{\text{total}} = \lambda_T (T_{\text{tran}} + T_{\text{exe}}) + \lambda_E (E_{\text{tran}} + E_{\text{exe}}) \]

\[ = \lambda_T \left( \frac{(1-\eta_e)L}{\gamma_e f_e} + \frac{\eta D}{r_{\text{tran}}} + \frac{\eta L}{\gamma_e f_e} \right) \]

\[ + \lambda_E \left( p_{\text{exe}} T_{\text{exe}} + p_{\text{tran}} T_{\text{tran}} \right) \]  

(8)

In this paper, our optimization goal is to minimize the total cost, which can be expressed by:

\[ \min C_{\text{total}} \]  

(9)
4.2. Problem Solution

We divide the problem into two sub-problems: (1). Determine which edge cloud will be used for collaborative processing the task. (2). How much data needs to be offloaded to the edge cloud. In the first sub-problem, we use the shortest path method to solve it.

![Fig. 3 Example graph of consumption relationship between events](image)

As shown in Fig. 3. The event that we need to reach is represented by each node, and the connection between nodes represents the cost from the current event reach to the next event. Event 1 needs to reach event 5. It Fig. 3, the event 1 first goes to event 3, and then to event 5, the cost is minimal. Therefore, if event 1 reaches event 5, it will pass event 3. Similarly, we first select the edge cloud with the least time required to process the task based on the multiple edge clouds in the environment. In other perspective, it is to select one edge cloud with the highest actual processing frequency.

First, we calculate the actual computing frequency of each edge cloud based on the processing frequency $f_e$ of each edge cloud and the actual computing resource availability rate $\gamma_e$. Putting the actual computing frequency $\gamma_e f_e$ of each edge cloud into the set $\mathcal{F}$, and get: $\mathcal{F} = \{\gamma_1 f_1, \ldots, \gamma_E f_E\}$. Then find the edge cloud $e$ with the largest actual calculation frequency:

$$e = \text{argmax}\{\mathcal{F}\}$$  \hspace{1cm} (10)

In the second sub-problem, we will determine how much data of the task to offload. If a task offloading a part of the data to an edge cloud for processing, if the data processed by the device itself is too large, the processing result of the edge cloud will need to wait a long time. If the task offloading too much data to an edge cloud for processing, then, the user device will need wait a long time after the user device complete the task processing.

Therefore, in the sub-problem 2, how much data need to be offloaded will be considered, and minimizing the waiting time after the edge device complete the task processing or the edge cloud complete the task processing. Hence, when $T_{n}^{\text{exe}} = T_e$, the waiting time difference between the device itself and the edge cloud is the smallest. Therefore, when $T_{n}^{\text{exe}} = T_e$, we can get:

$$T_{n}^{\text{exe}} = T_e$$

$$\Leftrightarrow  (1-\eta_e) L_e = \eta_e D + \eta_e L_e \gamma_e f_e$$

$$\Leftrightarrow \eta_e = \frac{L_e^{\text{trans}} \gamma_e f_e}{L_e^{\text{trans}} \gamma_e f_e + D \gamma_e f_e + L \gamma_e f_e^{\text{trans}}}$$  \hspace{1cm} (11)

After analyzing and solving the sub-problems 1 and 2, when the user device generates a task that needs to be processed. First select an edge cloud to be offloaded through the sub-problem 1, and then determine how much data of the task which need to be offloaded to an edge cloud. Next, we will analyze our proposed scheme through numerical experiments.
5. Numerical Experiment Analysis

In this section, we first describe the experimental environment and experimental parameters, and then analyze the performance of the offloading scheme proposed in this paper.

5.1. Experiment Parameters Setting

In this experiment, the edge device set 10, the edge clouds set 5; the frequency of edge device is set \( f_n = 0.5 - 1.5(\text{GHz}) \), the frequency of every edge cloud is set \( f_e = 100 - 150(\text{GHz}) \) [15]. The data volume of the task (bit) is set \( D = 200 - 500(\text{kb}) \), the CPU cycles that required to complete the task is set \( D = 300 - 1000(\text{Megacycles}) \) [14]. The bandwidth of the channel \( W = 5(\text{MHz}) \), the channel gain power is set \( h_n = 10^{-3} \), the channel noise power is set \( \omega_n = 10^{-9} \) [15]. The transmission power of edge device is set \( p_{\text{trans}} = 100(\text{mw}) \). The time cost weight and the energy cost weight are initially set \( \lambda_T = \lambda_E = 0.5 \), and then we will set different values to analyze time cost and energy cost.

5.2. Performance Analysis

In Fig. 4, we analyzed the effect on time and energy cost for different time weight \( \lambda_T \) and energy weight \( \lambda_E \). First, let’s first explain the meaning of different time or energy consumption weights. When \( \lambda_T = 0.2 \), it means the task does not require low delay. However, when \( \lambda_T = 0.8 \), it means that the task requires a very low time delay. Similarly, when \( \lambda_E = 0.2 \), it means the task does not require low energy cost. However, when \( \lambda_E = 0.8 \), it means that the task requires a very low energy cost.

As shown in Fig. 4(a), when processing the same number of tasks, it consumed less time when \( \lambda_T = 0.8 \) than \( \lambda_T = 0.2 \). In Fig. 4(b), when processing the same number of tasks, it consumed less energy when \( \lambda_E = 0.8 \) than \( \lambda_E = 0.2 \). As shown in Fig. 4, adjusting the time weight \( \lambda_T \) and energy weight \( \lambda_E \) appropriately, we can meet tasks with different requirements for delay and energy consumption.
In order to reduce the task processing time cost, when a task generated by an edge device, offloading a part of the data to an edge cloud for processing, thereby forming an edge-cloud collaborative processing mode. The $\eta_e, 0 \leq \eta_e \leq 1$ represents the portion of the task that is offloaded to edge cloud for processing. When $\eta_e = 0$, it means that the tasks generated by edge device are all processed by the user device itself, in other words, it is commonly referred as local processing. When $\eta_e = 1$, it means that the tasks are all processed by edge clouds. When $\eta_e = random(0,1)$, it means that the tasks are processed by edge devices and edge clouds collaboratively, but the part of data offloaded to the edge cloud is determined randomly.

As shown in Fig. 5(a), when processing the same number of tasks, the time cost is the least when $\eta_e = 1$; The time cost is the most when $\eta_e = 0$; The time consumed is between $\eta_e = 1$ and $\eta_e = 0$ when $\eta_e = random(0,1)$ and $\eta_e = our\ solution$ , but the time consumed is less when $\eta_e = our\ solution$ than $\eta_e = random(0,1)$. As shown in Fig. 5(b), when processing the same number of tasks, the energy cost is the least when $\eta_e = 1$; The energy cost is the most, when $\eta_e = 0$ ; The energy cost is between $\eta_e = 1$ and $\eta_e = 0$ when $\eta_e = random(0,1)$ and $\eta_e = our\ solution$ , but the energy cost is less when $\eta_e = our\ solution$ than $\eta_e = random(0,1)$.

Now, let's analyze the reason for the above experiment. When $\eta_e = 0$, the tasks generated by user device are processed by the device itself. Since the user device has a relatively low processing capability, it takes the most time. When $\eta_e = 1$, the tasks generated by user device are all offloaded to an edge cloud for processing, as the edge cloud has a strong computing capabilities. So, offloading the tasks to an edge cloud for processing will cost the least time. In the energy cost perspective, if a task is transmitted to an edge cloud for processing, we only need calculate the energy cost of the edge device transmits the task to an edge cloud, so the energy consumption is consumed lowest. When $\eta_e = random(0,1)$, the task is processed by the user device itself and the edge cloud collaboratively, but how much data should be offloaded to
an edge cloud for processing is determined randomly, which results in a certain time difference between the completion time of the user device and the edge cloud, which leads to the time consumption and the energy cost are more than our proposed scheme.

6. Summary

We mainly considered the tasks generated by data partitioned oriented applications (DPOAs). These tasks do not have much internal dependencies and can be arbitrarily divided, such as data compression, virus scanning, etc. We use user device and edge cloud to build a unified edge-cloud collaborative task processing network, and coordinate tasks through the user device itself and the edge cloud. We use the shortest path method to determine which edge cloud to offload the task will cost the least time firstly. After that, we use model derivation to calculate how much data is offloaded to the edge cloud, which can minimize the waiting time after the user device and the edge device have completed their data respective, thereby further reducing the task processing delay. Finally, the performance of the edge-cloud task processed model was analyzed.
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